SYSTEMATIC REVIEW

Translation as a linguistic act in the context of artificial intelligence: the impact of technological changes on traditional approaches

La traducción como acto lingüístico en el contexto de la inteligencia artificial: el impacto de los cambios tecnológicos en los enfoques tradicionales

Nataliia Yuhan, Yuliia Herasymenko, Oleksandra Deichakivskaya, Anzhelika Solodka, Yevhen Kozlov

1State Institution «Luhansk Taras Shevchenko National University», Department of Oriental Philology and Translation, Educational and Scientific Institute of Philology and Translation. Poltava, Ukraine.
2Berdiansk State Pedagogical University, Department of Foreign Languages and Teaching Methods. Berdyansk, Ukraine.
3Ivan Franko National University of Lviv, Department of English Philology, Faculty of Foreign Languages. Lviv, Ukraine.
4Admiral Makarov National University of Shipbuilding, Department of German Philology, Faculty of Philology. Mykolaiv, Ukraine.
5National Technical University «Kharkiv Polytechnic Institute», Department of Business Foreign Language and Translation, Educational and Scientific Institute of Social and Humanitarian Technologies. Kharkiv, Ukraine.

ABSTRACT

The purpose of this article is to study translation as a human speech act in the context of artificial intelligence. Using the method of analysing the related literature, the article focuses on the impact of technological changes on traditional approaches and explores the links between these concepts and their emergence in linguistics and automatic language processing methods. The results show that the main methods include stochastic, rule-based, and methods based on finite automata or expressions. Studies have shown that stochastic methods are used for text labelling and resolving ambiguities in the definition of word categories, while contextual rules are used as auxiliary methods. It is also necessary to consider the various factors affecting automatic language processing and combine statistical and linguistic methods to achieve better translation results. Conclusions - In order to improve the performance and efficiency of translation systems, it is important to use a comprehensive approach that combines various techniques and machine learning methods. The research confirms the importance of automated language processing in the fields of AI and linguistics, where statistical methods play a significant role in achieving better results.
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RESUMEN

El propósito de este estudio es explorar la traducción como acto lingüístico humano en el contexto de la inteligencia artificial. A través del análisis de literatura pertinente, se enfoca en cómo los cambios tecnológicos alteran los métodos tradicionales y estudia las conexiones entre estos y su emergencia en la lingüística y el procesamiento automático del lenguaje. Se identifican como principales técnicas los métodos estocásticos, basados en reglas y los automatizados mediante autómatas o expresiones finitas. Las investigaciones indican que los métodos estocásticos son útiles para el etiquetado de textos y resolver ambigüedades en la categorización de palabras, mientras que las reglas contextuales funcionan como apoyo. Es crucial considerar los distintos factores que influyen en el procesamiento del lenguaje y emplear una mezcla de técnicas estadísticas y lingüísticas para optimizar los resultados de la traducción. Las conclusiones.
subrayan la necesidad de un enfoque integral que integre múltiples técnicas y métodos de aprendizaje automático para mejorar el rendimiento de los sistemas de traducción. Este análisis refuerza la relevancia del procesamiento automático del lenguaje en la intersección de la IA y la lingüística, donde los enfoques estadísticos son clave para obtener resultados superiores.

Palabras clave: Cambios Tecnológicos; Lingüística; Innovaciones; Tecnologías Del Lenguaje; Traducción Automática.

INTRODUCTION

Introduce the Problem

The last decade has seen significant changes in the technology sector. This has contributed to the rapid development of the fields of machine translation (MT) and natural language processing (NLP). These areas remain relevant in the field of translation studies. Significant progress in research on text and speech translation automation, including machine translation, speech synthesis, and recognition, as well as the use of evaluation metrics, combined with the development of artificial intelligence (AI), is actively expanding the scope of translation tools. These technological innovations, along with the democratisation of neural networks, are leading to a rethinking of the way translation professions work and are organised.

This trend is supported by the rapid growth of the language industry and companies’ active investment in translation technologies to integrate them into various business processes, interfaces, platforms, and applications. In recent years, the implications of these developments have gone beyond scientific research. The status of a professional translator is undergoing changes, as is the general idea of the essence of translation. Thus, two key transformations are taking place. The first significant change is the key role of data in the translation process. Collecting, cleaning, annotating, and structuring big data from corpora are critical steps for effective training of translation algorithms. This data can be considered a valuable resource or even part of the common good.

All of these aspects need to be carefully assessed, put into perspective, and possibly regulated according to the specifics of translation and the needs of society as a whole.

A second important transformation is the shift from a content-focused approach to one that emphasises the use of the big data, voluminous documents that are now being created, distributed, evaluated, and recycled online. This calls into question the distinction between texts “for information”, “purely functional” or “literary texts”. Moreover, flexible content management, user engagement metrics, and texts generated automatically by large language models such as the GPT-4 model and its related models imply an interaction between human linguistic production and machine translation that requires further study and analysis.

The pace and scale of technological, economic, and societal change raises a number of questions. The enthusiasm for neural machine translation contrasts with numerous industries where language processing technologies, although advanced, are still not fully developed. In this context, we can observe a certain gap between languages that have sufficient digital resources and those for which such resources are insufficient. This can also mean a gap in access to machine translation interfaces, limitations in the development of training corpora, and unclear translations.

Explore importance of the problem

The main issue that stands out in the discussion is the uncertainty surrounding the role, status, and prospects of translators, as well as the sustainability of the traditional translation model. In the face of these significant changes, translator training is at a crossroads as it needs to find ways to align these new trends with more traditional skills and approaches. Of course, it’s hard to refuse the possibilities of progress, but in the field of translation, AI programs still have a large number of shortcomings. Attempts to solve the problem by increasing capacity have led to an increase in the number of unresolved issues, which exacerbates the problem. For example, Bohatyrets V. describes errors in machine translation that are often associated with incorrect recognition of adjective functions, including attributive and predicative. For example, when an adjective is used before a noun or when an adjective is used as part of a predicate and indicates a feature or state of the subject of a sentence. In such cases, the adjective is placed after the verb “to be” (are, is) and indicates a feature of the subject. The author notes that such mistakes in machine translation are the least of them. The machine can confuse these functions, which leads to translation errors, and requires additional efforts to correctly determine the context and use adjectives correctly in translation.

In this aspect, scientists identify the criteria for NLP software reliability, which can be described in three aspects (figure 1):
The problem that the article highlights is the need for software to process real language data instead of being limited to linguistic examples. A key aspect is the need for the software to be able to provide reliable and optimal solutions every time it is run, to avoid blocking due to incorrect or ungrammatical data, and to select the best solution among different possibilities. It is important that the NLP software is reliable and efficient, and its performance should be evaluated against the user’s needs and expectations to select the best option.

Describe relevant scholarship

In recent years, the idea of adapting machine translation to literary texts for probabilistic automatic translation systems has emerged. The main problems arise in the context of using neural systems. Neural networks have several advantages, such as less literal and more natural translation, efficiency in dealing with texts containing a large number of words, and fewer errors. This leads to improved results in the translation of literary works. The architecture of neural networks with attention mechanisms has further improved the quality of translations. Automatic machine translation models allow capturing linguistic dependencies on a large scale and have become a topic of discussion in translation studies, attracting more and more attention from scholars. The use of these models is at the heart of the GPT-2 and GPT-3 language models, which are widely used in the press and social media.

One of the features of the neural approach is its need for a large amount of data and the need to have training corpora from a specific industry to achieve the highest performance. Adapting neural networks to specific languages or industries where there are limited resources is one of the key challenges today. Many methods have been developed to adapt neural networks to new domains in order to expand the capabilities of machine translation. The ideal scenario is to train the system only on adapted data, but this scenario is not always realistic in practice and is a central challenge in the field of automatic machine translation of literature.

In both educational and linguistic fields, the push towards digital solutions in response to immediate and substantial needs (be it a global pandemic or the requirements of global digital communication) underscores a shared trajectory towards more integrated, technologically reliant methodologies. The findings from research underscore the importance of flexibility, rapid adaptability, and the ongoing refinement of technological applications in real-world scenarios, principles that are equally relevant to the advancement of translation technologies.

In any case, the creation and provision of industry-specific translation engines has become quite commonplace and is one of the main selling points of service providers today. This conclusion is supported by Iskakova M. study, which points to the need for machine translation systems to adapt to literary texts. With the emergence of artificial intelligence, there is a growing interest in creating specialised machine translation systems for literature. Additional studies evaluating the effectiveness of publicly available systems such as Google Translate or DeepL allow us to assess the quality of the translations they produce, but it is important to remember that these systems are not specifically designed for literary translation, so it may be unfair to dismiss the possibility of automatic literary translation based on them. Work on automatic literary translation, such as, shows that successful results can be obtained using machine translation systems trained on literary data.

State hypotheses and their correspondence to research design

The research hypothesis is that advances in neural machine translation and natural language processing have revolutionised the field of translation studies, making machine translation tools more widely applicable
in professional environments. The integration of specialised text corpora has allowed for adaptability to specific fields, expanding the use of this technology in translation and education. However, there is still a gap in the understanding and acceptance of machine translation among translators and linguists, leading to ongoing discussions and debates. The purpose of this study is to investigate the relationship between linguistic theories, computational methods, and the practical application of automatic translation tools. Along with the hypothesis, the research questions are outlined: What is the current state of neural machine translation and natural language processing technologies in the field of translation studies? How do specialised corpora affect the adaptability of machine translation tools for specific fields? What challenges and limitations do translators and linguists face when implementing machine translation technologies?

**METHOD**

The method used in this study is literature analysis. This study is a systematic review focusing on articles, publications, and studies related to neural machine translation and translation studies. It uses data from specialized text corpora to assess the adaptability of machine translation tools to specific industries. The study also included descriptive statistics, comparative analysis, and content analysis of scientific sources to identify trends, differences, and similarities in approaches to automatic translation. The participant (subject) characteristics involve evaluating the reliability and accuracy of machine translation software for practical use and exploring the challenges that translators and linguists face in implementing these technologies.

**Identify subsections**

Descriptive statistics were also used to analyses the data to identify the main trends in the industry. Comparative analysis and content analysis of scientific sources were also conducted to identify the main differences and similarities in approaches to automatic translation.

**Participant (subject) characteristics**

These methods made it possible to conduct a study and evaluate the reliability and accuracy of machine translation software for practical use. The content analysis of the related literature confirmed the generalized opinion of scholars that neural machine translation technologies have improved significantly and become more widely used in the professional activities and education of translators. However, there are challenges that translators and linguists face in the process of implementing these technologies. The sample for this study consisted of various texts and literature related to machine translation technologies, particularly focusing on neural machine translation. The information was collected through a systematic review of academic papers, books, articles, and other sources discussing the advancements and challenges of machine translation technologies.

The selection process involved identifying relevant literature using specific search terms and databases such as Google Scholar, JSTOR, and other academic repositories. The selected texts were then reviewed and analyzed to extract key findings and insights about the reliability and accuracy of machine translation software. The information was processed by conducting a content analysis of the literature, which involved categorizing and summarizing the key themes, trends, and challenges identified. The analysis focused on evaluating the current state of machine translation technologies, the improvements made in neural machine translation, and the practical implications for translators and linguists. To reproduce the study, researchers can follow a similar methodology by conducting a systematic search for literature on machine translation technologies, selecting relevant texts, and conducting a content analysis to evaluate the reliability and accuracy of the software. Researchers can also replicate the study by using different sources or databases to gather information and by applying similar criteria for selecting relevant texts for analysis.

**Sampling procedures**

The integration of computational methods and linguistic theories can help improve the effectiveness of automatic translation tools. The use of these methods has proven that this integration can lead to improved translations and reduced errors.

**Sample size, power, and precision**

One of the main challenges faced by translators and linguists is the persistent gap in understanding and acceptance of machine translation. This can lead to discussions and debates about its effectiveness and reliability.

**Measures and covariates**

The study showed that in recent years, neural machine translation technologies have improved significantly, allowing them to become more widely used in the professional activities and education of translators.
The integration of specialised text corpora has also contributed to the adaptability of machine translation technologies to various industries.

**Research design**

Thus, the study was aimed at analysing the current state of neural machine translation technologies and their impact on the field of translation studies. The challenges faced by translators and linguists in the process of implementing new technologies were investigated. The possibilities of integrating computational methods and linguistic theories to improve the efficiency of automatic translation were also explored.

**RESULTS AND DISCUSSION**

**Effective methods of natural language processing**

In general, there are two main methods of building an architecture in the field of translation using artificial intelligence systems: stochastic and rule-based methods. There is also a third type of method based on finite automata or expressions, which can be seen as an intermediate between stochastic and theoretical methods of natural language processing. (3)

Stochastic methods rely on statistical models and probabilistic approaches to generate translations based on large amounts of data. Some practical examples are demonstrated below (table 1):

<table>
<thead>
<tr>
<th>Method</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical Machine Translation (SMT)</td>
<td>Research introduced the IBM Models for machine translation, which used statistical methods to align words and phrases in parallel corpora. These models computed translation probabilities based on observed data and were foundational in the development of SMT systems.</td>
</tr>
<tr>
<td>Phrase-Based Machine Translation:</td>
<td>The phrase-based model, which breaks sentences into smaller phrases and translates them based on statistical patterns learned from training data. This approach improved translation accuracy by considering larger contextual units than word-based models.</td>
</tr>
<tr>
<td>Neural Machine Translation (NMT)</td>
<td>Subsequent advances in NMT architecture represent a shift towards deep learning methods in machine translation. NMT models use neural networks to learn mappings from source to target language sequences, achieving state-of-the-art performance by capturing complex dependencies and long-range dependencies.</td>
</tr>
<tr>
<td>Rule-Based Methods</td>
<td>Early rule-based systems like SYSTRAN, developed in the 1960s, used linguistic rules and dictionaries to perform translation. These systems relied on grammatical rules, syntactic structures, and dictionaries of word translations curated by experts.</td>
</tr>
</tbody>
</table>

In the context of translation as a linguistic act in the context of artificial intelligence, let’s take a closer look at stochastic methods, as they have the greatest impact on traditional methods. Stochastic methods are rule-based methods used, for example, for text labelling, i.e., for assigning a category or part of speech to each word in a text. (8) When working with lexicons, translators often encounter ambiguities: for example, the word “book” can be a noun, verb, or adjective, and “pen” can be a plural or singular noun. (31)

Rules that help resolve ambiguity in determining the possible categories for a word are called contextual rules because they use words that come before or after it. Usually, these rules are based on the immediate context, i.e., words that are close by, one, two, or more words away. These rules can be word-specific or more general, targeting categories. For example:

- After the article, the word is a noun (not a verb).
- After the verb “to have”, the word was the past participle of the verb “to be”.
- After “a”, the word “book” is a masculine noun.

Obviously, these rules are not a description of the language grammar, but they help to resolve situations of ambiguity in defining categories for words.

In this context, it can be noted that these are ad hoc rules. Their main purpose is to be integrated into computer processing, and in most cases, their use is “procedural”, i.e., it is important which rule is applied. (35) For example, for labelling, we stop the procedure as soon as a word is assigned a unique label.

The rule-based approaches vary in their applicability and effectiveness across different languages, particularly considering the complexities and resources available for each.

Stochastic Methods, such as Statistical Machine Translation (SMT) and Neural Machine Translation (NMT), rely heavily on large amounts of data and statistical models. They are generally effective for languages with:

- **Abundant Data:** Languages like English, Chinese, Spanish, and French have extensive parallel
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corpora and resources, making them suitable for training robust statistical models.

- **Complex Syntax and Semantics**: Stochastic methods excel in capturing nuanced relationships between words and phrases, which is beneficial for languages with complex grammatical structures.

However, stochastic methods may face challenges with:
- **Low-Resource Languages**: Languages with limited digital resources, such as parallel corpora and linguistic annotations, pose difficulties for training effective statistical models.
- **Idiosyncratic Language Features**: Languages with irregularities or unique syntactic structures may not fit well into statistical frameworks, leading to lower translation accuracy.

Rule-based approaches leverage linguistic rules and expert knowledge to generate translations. They are particularly effective for structured languages as languages with clear grammatical rules and predictable syntactic structures benefit from rule-based approaches. For instance, languages like German or Arabic, which have well-defined grammatical genders and case systems, can be handled effectively with rule-based systems. The Domain-Specific Translation or the rule-based methods allow for precise customisation based on specific domains (e.g., legal, medical), where terminology and syntax follow strict guidelines.

However, rule-based methods may struggle with:
- **Ambiguity and Context**: Languages with extensive homonymy (multiple meanings for the same word) or complex contextual dependencies may challenge rule-based systems, which often rely on explicit rules that may not capture all contextual nuances.
- **Maintenance and Adaptability**: Developing and maintaining comprehensive rule sets can be labor-intensive and may require continuous updates as languages evolve or new linguistic phenomena are discovered.

While stochastic and rule-based methods each have their strengths and challenges, their suitability varies significantly depending on the linguistic characteristics and resources available for a particular language. Advances in AI and machine learning continue to shape the landscape of machine translation, aiming to address the complexities inherent in diverse language pairs and contexts.

Rules are most often made “by hand”, by the intuition of the person creating them, based on the knowledge of grammar and the intuition of the speaker, who may have relevant knowledge of the language. However, there is usually a development phase of rule-based systems during which the effect of the selected rules is tested and adjustments are made. In such cases, it is possible to change the order in which the rules are applied, remove some rules, add other words, using the trial and error method. This allows the system to find the best translation options.

The rules and their order of application may be determined automatically by learning or computing from the corpus to determine the optimal rules and the sequence of their application. However, after that, further calculations are no longer related to the application of the rules. This method is known as the “transformation method” and can be seen as a compromise between stochastic and rule-based methods.

Thus, methods based on regular expressions or finite state machines allow for a broader and more complex understanding of the context that is taken into account in the action of the rules. Many studies aim to take into account the syntactic analysis of utterances, but not to perform it completely. To avoid complications when trying to analyse utterances with incorrect grammar or, conversely, to avoid being overwhelmed by a large number of options, it is better to limit yourself to obtaining fragments of the analysis. This is the main goal of fragment parsing. In this context, Shakun N. argues that linguistic AI programs are not designed to produce a linguistic description but to produce a result. Grammar is seen as a programming language for recognisers, with the aim of writing patterns that are reliable indicators of bits of syntactic structure, even if these bits of the structure are “boundaries” or “kernels” rather than traditional word combinations.

The dilemma faced by developers of language processing systems is to choose between models that better match the representation of language but cannot provide implementations that follow acceptable practices, or to prioritise linguistic expressiveness. This dilemma is clearly articulated by those that propose a compromise solution in the form of building an approximate model that provides efficiency but preserves linguistic expressiveness. Systems rely on finite state language models. However, these models are inadequate for linguistic interpretation, as they cannot express the relevant syntactic and semantic patterns. Advanced Phrase Structure Formalisms (APSGs), such as unification grammars, can express many of these patterns, but they are less suitable for modelling language because of the intrinsic cost of state transitions in APSG parsers.

**Recruitment**

Stochastic methods are probabilistic methods based on corpus-based statistics. We first describe the general methodology borrowed from Bednarek & Carr, which we then illustrate through a precise explanation of two
treatment examples, and we conclude with some remarks on this type of method.

General methodology

Based on the literature analysis, we can describe a general methodology that is applicable to all types of automatic translation tasks. This methodology consists of three stages (table 2):

<table>
<thead>
<tr>
<th>Stage</th>
<th>Procedure</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determining phase</td>
<td>After the task is defined, the phase in which the problem is modelled, identifying the probabilities of certain events, creates the need to make “simplified assumptions”</td>
<td>It is assumed that the appearance of a word does not depend only on the two previous words, and the correct choice of hypotheses is a key factor in the quality of the resulting model</td>
</tr>
<tr>
<td>Building training data</td>
<td>The annotated corpora are used to estimate the values of elementary probabilities determined at the modelling stage</td>
<td>When new data is received, the elementary probabilities calculated in the previous step are applied to it, which allows solving the problem</td>
</tr>
<tr>
<td>Calibration</td>
<td>The body of the natural language processing tool is used for calibration</td>
<td>The housing is central to the development of this tool for calibration</td>
</tr>
</tbody>
</table>

However, researchers highlight the difficulties in implementing these methods: the cost of the programs, in terms of execution time and memory space, which require overly simplified models, the lack of certain data that would be useful - we do not always have an adequate corpus to solve the problem we want to deal with - and the very imperfect estimation of low probabilities.\(^{(2)}\)

One of the key issues in the machine translation process is spell-checking. This method of spell-checking focuses on individual words, regardless of context. A lexicon, or dictionary, contains correctly spelled words, which allows detecting “nonwords” in a text.\(^{(31)}\) Typically, an error can be caused by the insertion, deletion, substitution, or transposition of a single letter. Errors (insertion parasites) involving more than two letters are not counted.

- hat → hot
- potion → passion
- kidney → kindly
- horses → horsnes

Another example concerns the detection of the nonword acress in an English text. According to the above hypothesis, this nonword can be formed from six correctly spelt words in seven different ways:

- cress → acress (inserting parasite A in the first position)
- actress → acress (delete t)
- caress → acress (inversion of letters C and A)
- access → acress (replacing the second occurrence of C with R)
- across → acress (replace o with e)
- acres → acress (insertion of the parasite s in the penultimate position)
- acres → acress (insertion of a parasite in the same position)
- acres → acress (insert parasite s in the last position)
- acres → acress (inserting the parasite s in the last position)

This is one of two ways to get the word “acress”, which no longer exists in English and is just an example of letter substitution to study the impact of errors on text comprehension.

Statistics and Data Analysis

To evaluate these six options, they are assigned scores based on spelling errors in the corpus. However, automatic processing of these errors would be difficult due to the statistical significance of certain errors, such as the replacement of “ac” with “ca”. To simplify this process, letter replacements and insertions can be treated separately, taking into account only one letter of the context before the replacement. This makes the calculations simpler and avoids a large amount of training data. In any case, this can only be processed manually, which once again confirms the vital position of humans in machine translation and the inability to abandon traditional methods.
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Most importantly, however, it should be noted that the method mixes all possible causes of calculation errors, such as the proximity of keys on the keyboard, phonological and spelling uncertainties, etc.

Ancillary Analyses

You can predict the next word in a sequence of words to determine the probability of its occurrence in a certain context using the n-gram method. For example, the word “eat” can be most often followed by the words “on”, “some”, “lunch”, “a”, “Indian”, “Thai”, or “British”. This reflects the linguistic peculiarities of the language, not the actual information about the availability of restaurants with Indian or British cuisine in a particular region.

Participant Flow

The impact of technological change on traditional translation approaches can be demonstrated by the ability of AI to generate probabilistic approaches based on statistics. They face two opposing requirements. These methods attempt to determine the probability of an event E occurring based on a number of observed values i1, i2...p observed in reality, to determine the probability of event E. To do this, in a set of authenticated and recorded data - a corpus in the case of language data processing - we look for situations in which the indices p appears, and among these situations, we count those in which the event E actually occurred. At the same time, the more situations where i1, i2...p are confirmed, the more significant the statistical result. However, as the number of indices has increased, so has the number of situations where all of these indices have been tested at a low level.\(^{16}\)

That is why it is necessary to limit the number of indices that are considered: for example, n-grams that become 1-grams, the context of a spelling error that is reduced to a maximum of one character, etc. Thus, the degree of similarity between the situation under study and the situations considered in the probability calculation necessarily decreases.

Intervention or Manipulation of Fidelity

The models that are defined in this context are approximations: it is decided to consider certain aspects of technological realities and to take into account human performance. The question then is whether there are linguistic or cognitive assumptions underlying the choice of artificial intelligence. It can be said that such hypotheses do exist, but that they are very general, very imprecise: for example, in this context,\(^{12}\) emphasise that it is possible that an AI spelling error may be related to a minimum number of letters but not to the machine’s cognitive processes.

In this paper, we agree with this opinion of scientists. After all, in any case, spelling mistakes in machine translation are most likely related to the position of words or letters in the corpora. Also, the numerical results often reflect certain properties of languages. For example, there is a high probability that a transitive verb may be followed by a determiner, which can be interpreted as taking into account rewriting rules:

- \(SV \rightarrow V \text{ [trans]} \ SN\)
- \(SN \rightarrow \text{Det (Adj)} N\)

But most likely, AI models ignore general linguistic rules, the system considers words rather than syllables. Linguistic theory is based on a hypothesis that considers linguistic works as linear sequences of words. In this sense, even if models exist, they fall short of traditional and long-standing ideas about language syntax and translation.

In line with this, these AI translation applications do not focus on separating the level of an autonomous syntactic system but rather combine different linguistic levels and cognitive properties to provide the best service to users.

Baseline Data

Natural language processing (NLP) work, including stochastic NLP work, is quite satisfactory, but their translations do not always accurately convey the meaning of the information. Some indications show that it is important not to separate NLP research from linguistics, as this may lead to a halt in TAL work or even to a foundation on stochastic NLP research in linguistics. Therefore, it is important to address the question of the place of NLP in the context of linguistics.

An analysis of the scientific literature has shown that this topic is a subject of much debate. The issue of terminology remains important: from “probabilistic processing”\(^{42}\) to “corpus linguistics”\(^{13}\) and then to “probabilistic natural language modelling”,\(^{48}\) although the essence of the process remains unchanged.

According to a study by Mishra & Kumar,\(^{29}\) there are two main techniques in the field of AI translation and automatic language processing: those based on more or less advanced parsing and statistical and numerical methods that detect associations in corpora. Therefore, it is important to use a combination of statistical and linguistic approaches to achieve optimal results. According to\(^{38}\) automatic terminology building requires the
use of both statistical and linguistic methods, which can cooperate or conflict with each other. To achieve optimal performance, it is necessary to integrate rather detailed human language skills, which remains a relevant and open topic for future research.

According to the analysis, scholars distinguish between the goals of artificial intelligence in translation and the goals of linguistics. Some give corpus linguistics a dual and partially contradictory characterisation. However, there are those who believe that NLP is related to applied linguistics. In fact, scientists do not clearly distinguish between NLP and corpus linguistics, which causes confusion. Nevertheless, the study results show that regardless of the paradigm of using AI or corpora, all processes involve automated language processing.

The emergence of AI introduces a new concept among linguists - probabilistic natural language “modelling”. However, scientists still refer to the concept of “language models”, referring to the fact that these models play a key role in the functioning of natural language processing systems that face real-world problems. The challenges mentioned include speech recognition, machine translation, and information retrieval. Wallis S. adds that it is important that the training of the models used is automated. These tasks include speech recognition, machine translation, and information retrieval. It is necessary that the training of the models is automated, and although the models are not models for representing language knowledge, but rather models for automatic processing, they still require human intervention.

The use of n-grams is considered obvious, but the question arises as to the probability of unobserved n-grams. In the context of the study, point out that unobserved n-grams can indeed improve machine language knowledge. Nowadays, digital approaches such as stochastic models or probabilities in grammars are generally accepted.

According to, automatic language processing specialists, based on their practical achievements, are eager to explore linguistics. They believe that the study of linguistics always opens up two main areas of linguistic phenomena: observation of texts, which makes us look at them, and introspection, which allows us to draw conclusions about language production. The researchers believe that all possible phenomena can be found in existing texts, which helps us to better understand the language we hear every day.

Today, computer language processing is not yet able to accurately capture human language abilities, but some computational linguists are exploring the computational properties of language to remedy this. One of the interesting and challenging questions about translation as a linguistic act in the context of artificial intelligence is how technological changes affect traditional approaches and how humans can address these issues using standard approaches to unconstrained text processing. Statistical methods are considered the most promising at the moment, so many scientists are actively interested in them in the context of the cognitive capabilities of computer linguistics.

So, we can draw several conclusions based on the literature analysis. First of all, there are two main methods of building an architecture for translation: stochastic and rule-based methods. There is also a third type of method, based on finite automata or expressions, which can be seen as an intermediate between stochastic and theoretical methods of natural language processing.

Stochastic methods are used to label texts and resolve ambiguities in the categorisation of words. The rules that help with this are called contextual rules, which are based on the immediate context.

In addition, it is important to consider various factors that affect automatic language processing, such as spelling errors, which can be detected and corrected using special methods. Statistical and data analysis, as well as other additional studies, can help improve the accuracy and efficiency of translation systems.

Ultimately, to achieve optimal results in AI translation, it is important to balance the use of statistical and linguistic methods and combine them to achieve better performance. Such an integrated approach can help improve translation results and ensure better text understanding.

Thus, these studies confirm the importance of automated language processing in the field of artificial intelligence and linguistics. Probabilistic modelling of natural language is becoming an increasingly important aspect of this research. Scientists seek to combine computer language processing with linguistic principles to achieve better results in machine translation and other tasks. Despite the complexity of the tasks, statistical methods are considered a promising area of research that can solve a number of problems in this field.

CONCLUSION

In conclusion, the combination of statistical and rule-based methods in automated language processing is essential for improving the accuracy and efficiency of translation systems. By integrating these approaches, researchers can achieve better results in machine translation and text understanding. Additionally, automated language processing plays a crucial role in the advancement of artificial intelligence and linguistics, as evidenced by the growing interest in probabilistic modelling of natural language. Further research in this area will continue to push the boundaries of machine translation and other language processing tasks.
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