ABSTRACT

Predicting fetal and maternal electrocardiograms (ECGs) is crucial in advanced prenatal monitoring. In this study, we explore the effectiveness of Convolutional Neural Networks (CNNs), using a carefully developed methodology to predict the category of fetal (F) or maternal (M) ECGs. In the first part, we trained a CNN model to predict fetal and maternal ECG images. In the following sections, the study results will be revealed. The CNN model demonstrated its ability to effectively discriminate between fetal and maternal patterns using automatically learned features.
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INTRODUCTION

The Internet of Medical Things (IoMT) is one of the most promising approaches to enhancing the quality of human life. It relies on remote medical monitoring systems and telemedicine, capable of collecting, transmitting, and displaying real-time data via the Internet. Our previous research unveiled an adaptable intelligent healthcare system capable of segregating fetal electrocardiogram (ECG) signal data using the k-means machine-learning algorithm. This system comprised a smart gateway, a series of sensor nodes, and...
wireless communication links capable of continuously acquiring, processing, and routing human vital signals to a remote medical server. Such a system facilitates remote health monitoring of patients' conditions by medical professionals such as doctors and nurses, thus opening promising prospects.\(^1\)\(^2\)

The prediction of fetal electrocardiogram (ECG) signal data using deep learning is a significant approach in the field of healthcare. Technological advancements play a vital role in improving prenatal monitoring and care. Fetal ECG records the fetus's heartbeats and can provide crucial insights into its health. However, obtaining clean and accurate fetal ECGs can be challenging due to interference from maternal and environmental signals.\(^3\)

Deep learning, a branch of artificial intelligence, has revolutionized how we process and interpret complex data, including biomedical signals like ECGs.\(^4\) The use of deep neural networks enables the capture of intricate patterns and non-linear relationships within data, making them a powerful tool for separating fetal ECG signals from unwanted interferences.\(^5\)

One notable tool in this realm involves the utilization of Convolutional Neural Networks (CNNs) for the prediction and analysis of fetal electrocardiogram (ECG) images.\(^6\) Fetal ECG images, which translate variations in fetal heart activity into a visual format, hold substantial potential for providing crucial information about early fetal cardiac health. However, their precise interpretation poses challenges due to pattern complexity and potential noise.

Convolutional neural networks are specially designed to process structured data like images. They can learn complex patterns and features through convolution and pooling operations, making them a natural choice for analyzing fetal ECG images.

In this context, CNNs, image-processing models inspired by visual biology, have emerged as a promising solution. By automatically extracting discriminative features from images, CNNs offer a unique opportunity to transform fetal ECG images into actionable diagnostic information.\(^7\) The potential benefits of such an approach are manifold,\(^8\) ranging from early detection of fetal cardiac anomalies to real-time cardiac health monitoring during pregnancy.

Our article delves into the application of CNNs in predicting fetal ECG images.\(^9\) We explore the various steps involved in this process, from collecting and preprocessing fetal ECG data to designing and training specific CNN models. Focusing on the unique challenges of this application, we also examine approaches aimed at enhancing the accuracy, reliability, and generalization of CNN models for fetal ECG image prediction. Additionally, we discuss some implications and potential advantages of this approach.

The remainder of the article is organized as follows: In Section 2, we briefly present a comparative study of proposed solutions; in Section 3, we outline our system description; our methodology is presented in Section 4. Section 5 covers the results and discussion of the findings. Finally, Section 6 presents our conclusion.

Related Work
Several research studies have been conducted on predicting fetal electrocardiogram (ECG) images using Convolutional Neural Networks (CNNs). Among these studies,\(^1\) proposes a CNN-based method for classifying fetal ECG signals. The authors employ a deep convolutional neural network to extract discriminative features from raw ECG signals. The model achieves high accuracy in classifying different fetal cardiac conditions, showcasing the potential of CNNs for accurate fetal ECG prediction. Another solution was presented by\(^2\) which implements a residual convolutional neural network to monitor fetal ECG signals and detect R-peaks corresponding to cardiac contractions. The results indicate high accuracy in R-peak detection, demonstrating CNN's efficiency in fetal ECG prediction and crucial cardiac feature identification.\(^3\) Proposed an architecture focusing on extracting fetal ECG signals, highlighting various machine-learning approaches to extract cardiac information from raw signals. The authors review several machine learning techniques applied to fetal ECG extraction, showcasing how these methods contribute to predicting cardiac anomalies. Another study\(^4\) aimed to compare the performance of traditional machine learning techniques with deep learning techniques for fetal heart rate classification from ECG signals. The authors examine how different approaches compare accuracy and robustness in fetal ECG prediction.\(^5\) Conducted a study investigating different deep learning architectures, such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), for classifying fetal ECG signals. The results demonstrate how these deep-learning approaches can successfully predict fetal ECG images.

System Description
It is impractical to expect physicians to manually analyze the vast amounts of data collected from the human body. However, the outcomes of data processing must be presented to physicians in a clear and organized manner, enabling them to classify relationships within the gathered information. Visualization is an autonomous tool and a vital research domain with numerous applications in science and daily life.

In this section, we explore the visualization of data collected from pregnant women and the analyses
performed. Nevertheless, our application encounters several challenges that limit its use in real-world scenarios, such as hardware costs and a lack of expertise in the medical field.

These challenges related to data collection have led us to rely on reliable databases that assist us in visualizing accurate patient information. For this reason, our study selected the Abdominal and Direct Fetal ECG Database (ADFECGDB, available at https://physionet.org/physiobank/database/ADFECGDB) as our data source. These data were collected from the Silesian Medical University Obstetrics Department through the KOMPOREL system. They utilize electrocardiographic (ECG) signals captured by ECG sensors, measuring the electrical signals produced by the heart. These signals enable the assessment of cardiac activity, such as heart rate and the interval between two beats, by capturing the electrical activity of the cardiac muscle. Electrocardiography (ECG) graphically represents the electrical potential governing cardiac muscle activity.

Our primary objective in this study is to facilitate the visualization of ECG diagrams (figure 1) for physicians by introducing an image classification algorithm, namely Convolutional Neural Networks (CNNs). This approach aims to assist in determining the category of fetal or maternal ECGs without encountering conflicts.

![Figure 1. Visualization of Gathered ECG Data](image)

**METHODS**

This study presents an approach based on CNNs for predicting fetal or maternal ECG images (figure 2). Our dataset comprises various fetal and maternal ECG images sourced from the database. The key steps of our approach are as follows:

Image Preprocessing: it is applied to fetal and maternal ECG images to eliminate noise and normalize scales, ensuring data consistency.

CNN Architecture: We employ a CNN architecture tailored for medical image prediction. This architecture comprises convolutional layers to extract spatial and temporal features, followed by fully connected layers for classification.

Training and Validation: The dataset is split into training and validation sets. The CNN is trained on the training data and fine-tuned using regularization techniques to prevent overfitting.

Performance Evaluation: Model performance is assessed using metrics such as accuracy, recall, and the ROC curve.
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Our solution in figure 2 illustrates how an image is fed into the network. It undergoes several stages, including convolution and subsampling operations, a fully connected layer, to produce an output. By traversing these pivotal stages:

**Convolution Operation**

The foundational building block of our work is the convolution operation. In this step, we will address feature detectors, which essentially act as filters for the neural network. The convolutional layer computes the output of neurons connected to local regions or receptive fields in the input. Each neuron calculates a dot product between its weights and a small receptive field connected to the input volume. Each calculation leads to extracting a feature map from the input image.

The convolution operation between a filter and a matrix can be mathematically expressed using the following equation:

\[
(F \ast I)(x, y) = \sum_{i=-a}^{a} \sum_{j=-b}^{b} F(i, j) \cdot I(x-i, y-j)
\]  

- \((F \ast I)(x, y)\) represents the resulting value after the convolution operation at position \((x, y)\) in the output.
- \(F(i, j)\) denotes the value of the filter at position \((i, j)\).
- \(I(x-i, y-j)\) signifies the value of the input image at position \((x-i, y-j)\).
- \(a\) and \(b\) determine the dimensions of the filter. If the filter size is \((2a+1) \times (2b+1)\), indices \(i\) and \(j\) range from \(-a\) to \(a\) and from \(-b\) to \(b\), respectively.

**ReLU Layer**

The second part of our model will involve the Rectified Linear Unit (ReLU). The purpose of applying the rectifier function is to enhance the non-linearity of our images. The reason for applying this process to our model is to introduce greater complexity and flexibility, allowing it to learn more intricate patterns in the data.

Mathematically, the ReLU function is defined as follows:

\[
f(x) = \max(0, x)
\]  

Where \(x\) is the input of the function, and \(f(x)\) is the output. In other words, if the input value \(x\) is positive or zero, the output \(f(x)\) equals \(x\). If the input value \(x\) is negative, the output \(f(x)\) is set to zero.

**Pooling and Flattening**

The purpose of pooling is to reduce the spatial dimension of features while preserving essential information. This helps decrease the amount of computations and parameters required in the network while maintaining the model’s ability to capture significant features. Flattening is an operation that transforms a matrix or multidimensional tensor into a one-dimensional vector. This operation is commonly used to transition outputs from convolutional layers or other layers to fully connected layers in neural network architectures. When applying convolution and pooling operations in the initial layers of a CNN, feature maps are typically three-dimensional matrices or tensors. To feed these features into a fully connected layer; these matrices must be flattened into a one-dimensional vector, as shown in figure 3.
In figure 3, multiple feature maps are gathered from the previous step. After the flattening step, what occurs is that you end up with a long vector of input data, which is then passed through the artificial neural network for further processing.

**Full Connection**

In this section, the input layer holds the data vector created during the flattening step. The features we distilled throughout the preceding stages are encoded within this vector. This layer plays a crucial role in decision-making and generating outcomes based on the features extracted by the preceding network layers.

In a fully connected layer, each neuron is connected to all neurons in the previous layer. Each connection between two neurons is associated with a weight, and the operation performed in this layer is a weighted linear combination of all inputs, typically followed by an activation function.

At this stage, they are already sufficient for a reasonable degree of accuracy in class recognition. We now want to elevate our level of complexity and precision.

The role of the artificial neural network is to take this data and combine features into a broader range of attributes that enhance the convolutional network’s capability to classify images, which is the ultimate goal of constructing a convolutional neural network. In summary, the general equation to calculate the output of a fully connected layer is:

\[ y = f(W \cdot x + b) \] (3)

**RESULTS AND DISCUSSION**

In this section, we present the outcomes of our study centered on the prediction of fetal and maternal electrocardiogram images using Convolutional Neural Networks (CNNs). We also engage in the discussion of these results, underscoring their implications and providing insights into the effectiveness of our approach.

To assess the performance of our proposed algorithm, we conducted simulations on fetal and maternal ECG recordings to classify each category, as depicted in figure 4. Our CNN-based approach for predicting fetal and maternal ECG images has yielded promising outcomes. Through in-depth experimentation and rigorous model training, we achieved remarkable accuracy rates in classifying fetal and maternal ECG patterns, dividing data into two classes (training/test), as illustrated in figure 4. The trained CNN successfully learned the intricate patterns present in ECG images, enabling accurate differentiation between fetal and maternal signals.

The evaluation metrics have demonstrated impressive performance, as depicted in figure 5. Our model’s accuracy rate in categorizing fetal and maternal ECGs reached 0.94. This showcases the robust capability of CNNs to capture distinctive features within complex ECG signals, even in the presence of noise and variations.

The fruitful results obtained from our study, as depicted in Figure 6, highlight the potential of Convolutional Neural Networks in predicting fetal-maternal ECG images. The inherent capacity of CNNs to automatically learn hierarchical features from raw data renders them a valuable tool for medical image analysis. This becomes especially relevant in the context of fetal ECGs, where accurate identification of fetal signals holds significant clinical importance.
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Furthermore, using CNNs significantly reduces the need for manual feature engineering, a process that is often time-consuming and domain-specific. The network’s ability to learn relevant features from the data enhances its adaptability, making it suitable for a wide range of fetal ECG datasets.\(^\text{(35,36,37)}\)

However, it’s crucial to acknowledge certain limitations of the approach. The availability and quality of training data play a critical role in CNN’s performance. A diverse and well-organized dataset ensures the model’s generalizability to various clinical scenarios and mitigates the risk of overfitting.\(^\text{(38)}\)

Our study underscores the potential of Convolutional Neural Networks in predicting fetal-maternal ECG images with high accuracy. The results emphasize the significance of harnessing advanced machine-learning
techniques for non-invasive prenatal monitoring. As we move forward, fine-tuning our model and exploring transfer learning from other medical image domains promise further to enhance the accuracy and applicability of our approach.

CONCLUSION

In this study, we explored the application of Convolutional Neural Networks (CNNs) for predicting fetal-maternal (F-M) electrocardiogram (ECG) images. Our goal was to ascertain whether CNNs, known for their capability to extract intricate features from images, could be effectively utilized to classify fetal and maternal ECG signals accurately.

The obtained results demonstrated that the CNN-based approach led to promising performances. Through careful modeling and meticulous training, our model exhibited a high capacity to distinguish F-M ECG patterns. The achieved accuracy rates validated the relevance of this methodology in the context of fetal ECG prediction.

The primary significance of our study lies in CNNs’ inherent ability to automatically learn discriminative features from ECG signals. This approach essentially eliminates the need for prior expertise in crafting specific feature engineering, which is often a significant challenge in medical applications. Using raw ECG images, our model captured subtle yet meaningful patterns that differentiate fetal from maternal signals.

However, it is essential to acknowledge certain limitations of our study. The quality and size of the dataset play a crucial role in CNNs’ performance. A thoughtful and diversified collection of F-M ECG data would enhance our model’s generalization and robustness.

In the future, this approach could substantially impact the field of medicine. The potential to accurately predict F-M ECG patterns from non-invasive images could facilitate prenatal monitoring and improve care for expectant mothers and their infants.

In conclusion, our study highlighted the potential of CNNs in predicting fetal ECG images. The encouraging outcomes encourage further research in this direction, focusing on enhancing datasets and exploring the clinical application of this innovative approach.
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